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Abstract

We use invariance theory to determine the coefficientad+δm+1,m in the supertrace for the twisted de
Rham complex with absolute boundary conditions.
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1. Introduction

Let (M, g) be a compact Riemannian manifold of dimensionm with smooth, non-empty
boundary∂M. Letφ ∈ C∞(M) be an auxiliary smooth function called the dilaton. Letdφ :=
e−φ d eφ and letδφ,g := eφδg e−φ be the twisted exterior derivative and the coderivative,
respectively, on the space of smooth differential forms. Thetwistedor WittenLaplacian is
given by

∆
p
φ,g := dφδφ,g + δφ,gdφ on C∞(Λp(M)).
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This operator appears in the study of quantump form fields interacting with a background
dilaton [13,21]. It has also been used in supersymmetric quantum mechanics[1] and in
Morse theory[23].

We imposeabsolute boundary conditionsBa, see[12] for details. Let∆pφ,g,Ba be the
associated realization. We need not consider relative boundary conditionsBr as the Hodge
� operator intertwines∆pφ,g,Ba and∆m−p

−φ,g,Br if M is orientable[13]. These boundary con-
ditions are motivated by the Hodge–de Rham theorem which shows

ker(∆pφ,g,Ba ) = Hp(M).

The fundamental solution e−t∆p
φ,g,Ba of the heat equation is an infinitely smoothing operator

which is of trace class. Letf ∈ C∞(M) be a smooth smearing function. Work of Greiner
[14] and Seeley[19] shows there is a complete asymptotic expansion:

TrL2(f e−t∆p
φ,g,Ba ) ∼

∑
n≥0

an,m(f,∆
p
φ,g,Ba)t

(n−m)/2 as t ↓ 0.

The heat trace invariantsan,m(·) are locally computable. Let∇k
em
f be thekth covariant

derivative off with respect to the inward unit normalem on∂M. Let dx and dy be the Rie-
mannian measures onM and on∂M, respectively. There exist local invariantsan,m(x,∆

p
φ,g)

andan,m,k(y,∆
p
φ,g,Ba) so that

an,m(f,∆
p
φ,g,Ba) =

∫
M

f(x)an,m(x,∆
p
φ,g)dx

+
∑
k

∫
∂M

∇k
em
f(y) · an,m,k(y,∆pφ,g,Ba)dy.

The interior invariants vanish ifn is odd; the boundary invariants are generically non-zero
for all n ≥ 1. The presence of the smearing functionf localizes the problem and permits
the recovery of divergence terms which would otherwise be lost. The presence of terms
involving∇k

em
f shows the kernel function for the fundamental solution of the heat equation

behaves asymptotically like a distribution near the boundary ast ↓ 0. Define the local
supertrace heat asymptoticsby setting:

ad+δn,m (φ, g)(x) :=
∑
p

(−1)pan,m(x,∆
p
φ,g),

ad+δn,m,k(φ, g)(y) :=
∑
p

(−1)pan,m,k(y,∆
p
φ,g,Ba).

Let χ(M) be the Euler–Poincaré characteristic ofM. If f = 1 and ifφ satisfies Neumann
boundary conditions, then[13]:

∑
p

(−1)p TrL2(e−t∆p
φ,g,Ba ) = χ(M).
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Equating terms in the asymptotic series yields:

∫
M

ad+δn,m (φ, g)(x)dx+
∫
∂M

ad+δn,m,0(φ, g)(y)dy =
{
χ(M) if n = m,

0 if n �= m.
(1.1)

The local index density has been computed in this setting[13]. Let indicesi, j, . . . range
from 1 tom and index a local orthonormal frame for the tangent bundle ofM. Let Rijkl
be the associated components of the Riemann curvature tensor with the sign conven-
tion thatR1221 = +1 on the unit sphereS2 ⊂ R

3. Near the boundary, normalize the
choice of the orthonormal frame soem is the inward unit geodesic normal. Let indices
a, b, . . . range from 1 tom − 1 and index the induced orthonormal frame for the tan-
gent bundle of the boundary. LetLab be the components of the second fundamental
form.

We adopt the Einstein convention and sum over repeated indices. Let

εVU := g(eu1 ∧ · · · ∧ euµ, ev1 ∧ · · · ∧ evµ)

be the totally anti-symmetric tensor. LetI andJ bem tuples of indices indexing an orthonor-
mal frame forT(M) and letA andB bem − 1 tuples of indices indexing an orthonormal
frame forT(∂M). Set

RI,tJ,s := Risis+1js+1js · · ·Rit−1itjtjt−1, RA,tB,s := Rasas+1bs+1bs · · ·Rat−1atbtbt−1,

LA,tB,s := Lasbs · · ·Latbt .

Since the empty product is 1, we setRI,tJ,s = 1,RA,tB,s = 1, andLA,tB,s = 1 if t < s.
We refer to[13] for the proof of the following result. It establishes vanishing theorems

which generalize previous results of[2,10,11,18]to the twisted setting. It also identifies the
local index density in the twisted setting.

Theorem 1.1.

(1) If n is odd or ifn < m, thenad+δn,m (φ, g) = 0.

(2) If m is odd, thenad+δn,m (0, g) = 0 for any n.

(3) If n− k < m, thenad+δn,m,k(φ, g) = 0.

(4) ad+δ2m̄,2m̄(φ, g) = 1/(πm̄8m̄m̄!)εIJR
I,m
J,1 .

(5) ad+δm,m,0(φ, g) = ∑
k 1/(πk8kk!(m− 1 − 2k)!vol(Sm−1−2k))εABR

A,2k
B,1 L

A,m−1
B,2k+1.

The fact that the local index density is not dependent on the dilaton field has impor-
tant physical consequences[13]. One can also combineEq. (1.1)with Theorem 1.1to
obtain a heat equation proof of the Chern–Gauss–Bonnet theorem[8,9] for manifolds
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with boundary:

χ(M2m̄) =
∫
M

1

πm̄8m̄m̄!
εIJR

I,m
J,1 dx

+
∑
k

∫
∂M

1

πk8kk!(2m̄− 1 − 2k)!vol(S2m̄−1−2k)
εABR

A,2k
B,1 L

A,2m̄−1
B,2k+1 dy,

χ(M2m̄+1) =
∑
k

∫
∂M

1

πk8kk!(2m̄− 2k)!vol(S2m̄−2k)
εABR

A,2k
B,1 L

A,2m̄
B,2k+1 dy.

By Theorem 1.1, the first non-trivial ‘divergence’ terms can first arise in the supertrace
whenn = m+1. Let ‘;’ and ‘:’ denote multiple covariant differentiation with respect to the
Levi–Civita connections onM and on∂M, respectively. ByTheorem 1.1, ad+δm+1,m(φ, g) = 0

if m is even. Furthermoread+δm+1,m,k(φ, g) = 0 if k ≥ 2. The following is the main result of
this paper:

Theorem 1.2.

(1) ad+δ2m̄+2,2m̄+1(φ, g) = (1/
√
ππm̄8m̄m̄!)εIJφ;i1j1R

I,m
J,2 .

(2) ad+δm+1,m,0(φ, g) = ∑
k(1/

√
ππk8kk!vol(Sm−2k−2)(m− 2k − 2)!)εABφ;a1b1R

A,2k+1
B,2

LA,m−1
B,2k+2 + ∑

2k<m−3(1/2
√
ππk8kk!vol(Sm−2k−2)(m− 2k − 2)!)εAB

{RA,2kB,1 Ra2k+1a2k+2b2k+2mL
A,m−1
B,2k+3}:b2k+1.

(3) ad+δm+1,m,1(φ, g) = ∑
k(

√
π/8kπkk!vol(Sm−2k)(m− 2k)!)εABR

A,2k
B,1 L

A,m−1
B,2k+1.

LetM be a closed manifold. The local index density for the untwisted de Rham complex
was identified in dimension 2 by McKean and Singer[16] and in arbitrary dimensions by
Atiyah et al.[2], by Gilkey[10], and by Patodi[18]. The case of manifolds with boundary
was studied in[11]. We also refer to[3,4,17]for other treatments of the local index theorem.

Patodi’s approach involved a direct calculation analyzing cancellation formulas for the
fundamental solution of the heat equation. Atiyah et al. used invariance theory to identify
the local index density for the twisted signature and twisted spin complexes. They then
expressed the de Rham complex locally in terms of the spin complex twisted by a suitable
coefficient bundle. Neither of these approaches seems particularly well adapted to the twisted
setting. In particular, since the operatordφ relies on theZ grading of the de Rham complex,
it is not described in terms of an operator on the twisted signature or spin complexes. Thus
we choose in[13] to generalize the approach of[10] to determine the local index density
for the twisted de Rham complex.

There are explicit combinatorial formulas[6,7,15] for the heat trace invariants of order
n ≤ 5, see the discussion inSection 2for further details. However, these formulas become
very complicated and it seems hopeless to proveTheorem 1.2by an explicit computation.

The approach taken by Gilkey in[10] suffered from the disadvantage that the techniques
involved were rather ad hoc and cumbersome as they did not make full use of the machinery
of invariance theory developed by Weyl[22]. In the present paper, we use both the first
and second main theorems of invariance theory; this is the crucial new feature of our
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analysis. Let

Em+1,m := εJI φ;i1j1R
I,m
J,2 , F km−1,m := εABR

A,2k
B,1 L

A,m−1
B,2k+1,

F1,k
m,m := εABR

A,2k
B,1 φ;a2k+1b2k+1L

A,m−1
B,2k+2, F2,k

m,m := εABR
A,2k
B,1 φ;a2k+1φ;b2k+1L

A,m−1
B,2k+2,

F3,k
m,m := εAB{RA,2kB,1 Ra2k+1a2k+2b2k+2mL

A,m−1
B,2k+3}:b2k+1.

Lemma 1.3. There exist universal constants so that:

(1) If m is odd, thenad+δm+1,m(φ, g) = cm+1,mEm+1,m.

(2) ad+δm+1,m,1(φ, g) = ∑
k c
k
m+1,m,1F

k
m−1,m.

(3) ad+δm+1,m,0(φ, g) = ∑
i,k c

i,k
m+1,m,0F

i,k
m,m.

This reduces the proof ofTheorem 1.2to the evaluation of the unknown universal co-
efficients. Here is a brief guide to the remainder of the paper. InSection 2, we review the
properties of the heat trace invariants which we will need. InSection 3, we use invariance
theory to establishLemma 1.3. In Section 4, we employ product formulas, special case
calculations, and functorial properties to derive some technical results concerning the uni-
versal coefficients ofLemma 1.3. We then combine these results to complete the proof of
Theorem 1.2in Section 5.

2. Formulas for the heat trace asymptotics

LetD be an arbitrary operator of Laplace type on a vector bundleV . There is a canonical
connection[12] ∇ onV which we use to differentiate tensors of all types and a canonical
endomorphismE of V so that

Du = −(u;ii + Eu).

We impose mixed boundary conditions. Letχ be an endomorphism ofV |∂M soχ2 = 1.
Decomposeχ = Π+ − Π− whereΠ± := (1/2)(Id ± χ) are the projections on the±1
eigenspaces ofχ. Let S be an auxiliary endomorphism ofΠ+. We extendχ andS to be
parallel with respect to the geodesic normal vector fieldem near∂M. We impose Robin
boundary conditions onV+ := Range(Π+) and Dirichlet boundary conditions onV− :=
Range(Π−) to define the mixed boundary operator:

B := {Π+(∇em + S)⊕Π−}|∂M.
LetΩij be the components of the curvature endomorphism defined by∇. We refer to[6]
for the proof of the following result which expresses the heat trace asymptotics in terms of
this formalism forn ≤ 3:

Lemma 2.1.

(1) a0(f,D,B) = (4π)−m/2
∫
M

Tr(f Id)dx.
(2) a1(f,D,B) = (4π)−(m−1)/2(1/4)

∫
∂M

Tr(fχ)dy.
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(3) a2(f,D,B) = (4π)−m/2(1/6)
∫
M

Tr{f(6E + Rijji Id)} dx + (4π)−m/2(1/6)
∫
∂M

Tr
{f(2Laa Id + 12S)+ 3f;mχ} dy.

(4) a3(f,D,B) = (4π)−(m−1)/2(1/384)
∫
∂M

Tr{f(96χE+16χRijji +8χRamam+ [13Π+−
7Π−]LaaLbb+ [2Π+ + 10Π−]LabLab+ 96SLaa+ 192S2 − 12χ:aχ:a)+ f;m([6Π+ +
30Π−]Laa + 96S)+ 24χf;mm} dy.

Similar formulas are available[6,7,15,20]for n = 4,5. What is crucial to our anal-
ysis, however, is the general form of these expressions. They are the trace of certain
non-commutative polynomials in the covariant derivatives of the variables{R,E,Ω, S,L, χ}
with indices contracted in pairs.

To applyLemma 2.1to the setting at hand, we must identify the structures which are
involved for the twisted Laplacian. Letei : ω → ei∧ω be left exterior multiplication by the
covectorei and letii be the dual operator, left interior multiplication byei. Let γi = ei − ii
give the associated Clifford module structure on the exterior algebra. Extend the Levi–Civita
connection to act on tensors of all types and letΩij be the associated curvature operator.

Lemma 2.2.

(1) ∆φ,g = ∆g + φ;iφ;i · Id + φ;ji (eiij − ijei).
(2) The Levi–Civita connection is the connection associated to∆φ,g.
(3) Eφ,g := −(1/2)γiγjΩij − φ;iφ;i − φ;ji (eiij − ijei) is the endomorphism for∆φ,g.
(4) Absolute boundary conditions are defined by taking

χ :=
{ +1 on Λ(∂M)

−1 on Λ(∂M)⊥
}

and S :=
{ −Labebia on Λ(∂M)

0 on Λ(∂M)⊥
}
.

(5) χ:a = 2Lab(ebim + emib).

Proof. The classical formulad + δg = ei∇ei − ij∇ej extends to the twisted setting:

dφ + δφ,g = ei∇ei + eiφ;i − ii∇ei + iiφ;i.

We use the commutation ruleseiij+ ijei = δij , the fact that∇e = 0, and the fact that∇i = 0
to prove Assertion (1) by computing:

∆φ,g = ∆g + ei∇ei ijφ;j + ijφ;jei∇ei − ii∇eiejφ;j − ejφ;jii∇ei + (eiij + ijei)φ;iφ;j
= ∆g + (eiij + ijei − iiej − ejii)φ;j∇ei + (eiij − iiej)φ;ji + φ;iφ;i
= ∆g + (eiij − iiej)φ;ji + φ;iφ;i.

This shows that the associated connection does not depend onφ and hence is the Levi–Civita
connection[12]. Since the standard Weitzenböck formulas yieldE(∆g) = −(1/2)γiγjΩij ,
Assertion (3) follows.

We refer to[6] for the proof of Assertion (4). Letω+ := ea1 ∧ · · · ∧ ea8 and let
ω− := em ∧ ω+. We then haveχω± = ±ω±. We use Assertion (4) to prove Assertion (5)
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by computing:

(∇eaχ−χ∇ea)ω+ = (Γabcecib + Γabmemib − Γabcecib + Γabmemib)ω+=2Labemibω+,
(∇eaχ−χ∇ea)ω− = (−Γabcecib−Γambebim+Γabcecib−Γambebim)ω− = 2Labebimω−.

�

We now discuss functorial properties of the supertrace asymptotics.

Lemma 2.3.

(1) On the circle, ad+δ2,1 = (1/
√
π)φ;11.

(2) We havead+δn,m (φ, g)(x) = (−1)mad+δn,m (−φ, g)(x).
(3) We have

∫
∂M
ad+δm+1,m,0(0, g)dy = 0.

(4) Let (M, φ, g) := (M1 ×M2, φ1 + φ2, g1 + g2) where∂M1 = ∅. Then
(a) ad+δn,m (φ, g) = ∑

n1+n2=n a
d+δ
n1,m1

(φ1, g1) · ad+δn2,m2
(φ2, g2),

(b) ad+δn,m,k(φ, g) = ∑
n1+n2=n a

d+δ
n1,m1

(φ1, g1) · ad+δn2,m2,k
(φ2, g2).

Proof. Asssertion (1) follows fromLemma 2.1(3) and fromLemma 2.2(3).
Since the interior invariantsad+δn,m (φ, g) are local, we may suppose without loss of gen-

erality thatM is a closed orientable manifold in the proof of Assertion (2). Let�̃g be the
normalized Hodge operator defined by the metric. Then, the normalizations having taken
into account the sign conventions, the usual intertwining relations extend to the twisted
context to show

�̃2
g = id, �̃gdφ�̃g = δ−φ,g, �̃gδφ,g�̃g = d−φ.

Assertion (2) now follows from the intertwining relationship:

�̃g∆
p
φ,g�̃g = ∆

m−p
−φ,g.

We note that̃�g intertwines absolute and relative boundary conditions; thus we can not
conclude a similar equivariance property for the boundary invariants.

We useTheorem 1.1to see thatad+δm+1,m(0, g) = 0 regardless of the parity ofm. As the
interior invariant vanishes pointwise, the boundary integral vanishes byEq. (1.1).

To prove Assertion (4), we decompose

Λ(M) = Λ(M1)⊗Λ(M2), dφ = d1 + d2, δφ,g = δ1 + δ2,

where, onC∞(Λp(M1)⊗Λq(M2)), we have

d1 := dφ1 ⊗ Id, d2 := (−1)p Id ⊗ dφ2,

δ1 := δφ1,g1 ⊗ Id, δ2 := (−1)p Id ⊗ δφ2,g2.

Consequently these operators satisfy the commutation relations:

d1d2 + d2d1 = 0, d1δ2 + δ2d1 = 0, δ1d2 + d2δ1 = 0, δ1δ2 + δ2δ1 = 0.
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Thus the associated Laplacian and fundamental solution of the heat equation decompose in
the form:

∆
p
φ,g = ⊕p=p1+p2∆

p1
φ1,g1

⊗ Id + Id ⊗∆
p2
φ2,g2

,

e−t∆p
φ,g,Ba = ⊕p=p1+p2 e−t∆p1

φ1,g1 ⊗ e
−t∆p2

φ2,g2,Ba .

Let f = f1f2 wherefi ∈ C∞(Mi). We then have

TrL2{f e−t∆p
φ,g,Ba } =

∑
p=p1+p2

TrL2{f1 e−t∆p1
φ1,g1 } · TrL2{f2 e

−t∆p2
φ2,g2,Ba }.

Assertion (4) now follows by equating coefficients in the asymptotic expansion of the
supertrace. �

3. Invariance theory

LetV be anm dimensional real vector space which is equipped with a positive definite in-
ner productg(·, ·). Let O(V) be the associated orthogonal group. One says that a polynomial
mapf : ×kV → R is anorthogonal invariantif

f(ξv1, . . . , ξvk) = f(v1, . . . , vk) ∀ξ ∈ O(V) and ∀(v1, . . . , vk) ∈ ×kV.

Weyl’s first theorem of invariants[22, Theorem 2.9.A]is the following:

Theorem 3.1. Every orthogonal invariant depending on k vectors(v1, . . . , vk) in ×kV is
expressible in terms of thek2 scalar invariantsg(vi, vj).

Let Ik,m be the set of all multilinear invariant maps from×kV to R; only the dimension
m of V is really relevant so we suppressV from the notation. Given our interest is in O(V)
and not SO(V) invariance, we haveIk,m = {0} if k is odd. Consequently, we shall suppose
thatk is even henceforth. LetΣk be the group of all permutations of the set{1, . . . , k}. We
define a multilinear invariant mappk,σ for any permutationσ ∈ Σk by setting:

pk,σ(v1, . . . , vk) := g(vσ(1), vσ(2)) · · · g(vσ(k−1), vσ(k)).

Theorem 3.2. Ik,m = Spanσ∈Σk {pk,σ}.

Proof. We useTheorem 3.1to expressp ∈ Ik,m in terms of monomials involving the inner
productsg(vi, vj). Sincep is multilinear:

p(cv1, v2, . . . , vk) = cp(v1, v2, . . . , vk).

Consequently, we need only consider monomials where the variablev1 appears exactly once
as otherwise we contradict multilinearity. A similar observation holds for the remaining
indices and these are exactly the expressionspk,σ defined above. �
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In view of Theorem 3.2, one says ‘invariant multilinear maps are given by contractions
of indices’ as, relative to an orthonormal basis, the inner products involved correspond to
contraction of indices in pairs. Let{ei} be an orthonormal basis for the vector spaceV and
letω = ωi1i2···ik ei1 ⊗ · · · ⊗ eik ∈ ⊗kV . We have, for example:

I2,m := Span{ω → ωii }, I4,m := Span{ω → ωiijj , ω → ωijij , ω → ωijji }.
Let Pn,m be the space of invariant polynomials which are homogeneous of weightn in
the derivatives of the metric tensor. Atiyah et al.[2] applied this formalism to study these
spaces. In geodesic coordinate systems, all jets of the metric can be computed in terms of
the covariant derivatives of the curvature tensor and vice versa. Thus, for example, ifn = 4,
an invariantP ∈ P4,m can be regarded as a map from a certain subspace

W ⊂ {⊗6T(M)} ⊕ {⊗8T(M)}
to R which is invariant under the action of the orthogonal group; hereW is generated by
the algebraic covariant derivatives∇2R ⊂ ⊗6T(M) and by the algebraic curvature tensors
R ⊗ R ⊂ ⊗8T(M). As the subspaceW is orthogonally invariant, extendingP to be zero
on W⊥ defines an orthogonally invariant map to whichTheorem 3.2applies. Thus, for
example, after taking into account the appropriate curvature symmetries, one has

P2,m = Span{τ := Rijji },
P4,m = Span{τ2, |ρ2| := RijjkRillk , |R|2 := RijklRijkl ,Bτ := −Rijji ;kk}.

This analysis extends to form valued invariants with coefficients in an auxiliary vector
bundle and gives rise to a heat equation proof of the index theorem for the classical elliptic
complexes[2].

What is relevant to our analysis, however, is Weyl’s second main theorem[22, Theorem
2.17.A].

Theorem 3.3. Every relation among scalar products is an algebraic consequence of the
relation

0 = det




g(v1, w1) g(v2, w1) · · · g(vm+1, w1)

g(v1, w2) g(v2, w2) · · · g(vm+1, w2)

...
...

...
...

g(v1, wm+1) g(v2, wm+1) · · · g(vm+1, wm+1)


 .

We remark that this relation can also be expressed in the form:

0 = g(v1 ∧ · · · ∧ vm+1, w1 ∧ · · · ∧ wm+1). (3.1)

LetW be a vector space of dimensionm− 1. Choose an inner product preserving inclusion
i : W ⊂ V which embeds O(W) ⊂ O(V). We define the restriction map

r : Ik,m → Ik,m−1
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which is characterized dually by the property:

r(p)(w1, . . . , wk) = p(i(w1), . . . , i(wk)).

If p is given by contractions of indices which range from 1 tom, thenr(p) is given by
restricting the range of summation to range from 1 tom − 1. Consequently, the mapr is
surjective. Ifk ≥ 2m and ifσ ∈ Σk, define:

Θk,m,σ(v1, . . . , vk) := g(vσ(1) ∧ · · · ∧ vσ(m), vσ(m+1) ∧ · · · ∧ vσ(2m))
×g(vσ(2m+1), vσ(2m+2)) · · · g(vσ(k−1), vσ(k)).

Theorem 3.4. Letm ≥ 2.

(1) r : Ik,m → Ik,m−1 is surjective.
(2) r : Ik,m → Ik,m−1 is injective ifk < 2m.
(3) If k ≥ 2m, thenker(r) ∩ Ik,m = Spanσ∈Σk {Θk,m,σ}.

Proof. We have already verified Assertion (1). To prove Assertion (2), we useTheorem
3.2 to expressp ∈ Ik,m in terms of inner products. We useTheorem 3.3, after making an
appropriate dimension shift, to see thatr(p) vanishes if and only if it can be written as
sums of terms each of which is divisible by an appropriate determinantJ of sizem × m.
The desired result now follows fromEq. (3.1)and from the same arguments used to prove
Theorem 3.2. �

Previously we have considered invariants of the metric alone. The analysis extends easily
to the twisted setting. We define

weight(∇kφ) = k and weight(∇kR) = 2 + k.

LetQn,m be the space of all O(m) invariant polynomials of total weightn in the components
of R, the covariant derivatives ofR, and the covariant derivatives ofφ. We do not admit
φ as a variable. Furthermore, we require that each monomial either does not involve the
covariant derivatives ofφ at all or involves at least two covariant derivatives ofφ. We use
theZ2 actionφ → −φ to decompose

Qn,m = Q+
n,m ⊕Q−

n,m, whereQ±
n,m := {Q ∈ Qn,m : Q(φ, g) = ±Q(−φ, g)}.

The restriction map inTheorem 3.4induces natural surjective maps:

r : Q±
n,m → Q±

n,m−1 → 0.

If (N, φN, gN)are structures in dimensionm−1, then we can define corresponding structures
in dimensionm by setting

(M, φM, gM) := (N × S1, φN, gN + dθ2).

If y ∈ ∂N is the point of evaluation, let(y,1) ∈ ∂M be the corresponding point of
evaluation—it does not matter which point is chosen on the circle owing to the rotational
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symmetry. The restriction mapr : Qn,m → Qn,m−1 is then characterized dually by the
formula:

r(Q)(φN, gN)(y) = Q(φN, gN + dθ2)(y,1).

Lemma 3.5.

(1) If m is even, thenad+δn,m (φ, g) ∈ Q+
n,m ∩ kerr.

(2) If m is odd, thenad+δn,m (φ, g) ∈ Q−
n,m ∩ kerr.

Proof. Standard arguments[12] show the invariantsad+δn,m (φ, g) are homogeneous of weight
n in the jets of the metric and ofφ. Let∇ be the Levi–Civita connection onΛM. By Lemma
2.2(1):

∆
p
φ,g = ∆g + 1

2γiγjΩij + φ;iφ;i − φ;ji (eiij − ijei).
Thus the undifferentiated variableφ does not play a role in these invariants. Furthermore,
either at least two covariant derivatives ofφ appear or only the curvatureR appears in each
Weyl monomial ofad+δn,m (φ, g). This shows that

ad+δn,m (φ, g) ∈ Qn,m.
We useLemma 2.3(2) to see thatad+δn,m (φ, g) is an odd function ofφ if m is odd and an
even function ofφ if m is even. To complete the proof, we must showrad+δn,m = 0. Suppose
thatM = N × S1 has the product metric and thatφ = φN is independent of the an-
gular parameterθ ∈ S1. As φS1 = 0, we useLemma 2.3(3) to seead+δn,1 (0, gS1) =
(−1)1ad+δn,1 (0, gS1) = 0 for all n. ThusLemma 2.3(4a) implies thatad+δn,m (φM, gN) = 0.

This shows thatrad+δn,m = 0. �

Assertion (1) ofLemma 1.3will follow from the following result.

Lemma 3.6. If m is odd, thenQ−
m+1,m ∩ kerr = Span{Em+1,m}.

Proof. Let 0 �= Q ∈ Q−
m+1,m. LetA be a monomial ofQ of the form:

A = φ;α1 · · ·φ;αuRi1j1k181;β1 · · ·Rivjvkv8v;βv
whereαµ andβν denote appropriate collections of indices. Then

m+ 1 = weight(A) =
∑
µ

|αµ| +
∑
ν

(2 + |βν|).

By definition, the empty sum is 0. Thus
∑
µ is to be ignored ifu = 0 and

∑
ν is to be

ignored ifv = 0. Letk be total number of indices present inA;

k :=
∑
µ

|αµ| +
∑
ν

(4 + |βν|) = weight(A)+ 2v = m+ 1 + 2v.
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We apply Weyl’s second main theorem of invariance theory as discussed above. To ensure
that rQ = 0, we must contract 2m indices inA using theε tensor and then contract the
remaining indices ofA in pairs. Consequently, at least 2m indices must appear inA so

2m ≤ k = m+ 1 + 2v = 2m+ 2 −
∑
µ

|αµ| −
∑
ν

|βν| ≤ 2m+ 2. (3.2)

Sincem is odd, 2m,m+1+2v, and 2m+2 are all even. Thus only one of the two inequalities
given in Display(3.2)can be strict. AsQ(−φ, g) = −Q(φ, g), u must beodd. Thus∑

µ

|αµ| > 0

so the second inequality inEq. (3.2)is strict. Thus exactly 2m = k indices appear inA and
all are contracted using theε tensor. The first and second Bianchi identity showR∗∗∗∗;β = 0
if 3 indices are alternated. Thus at most twoi indices and at most twoj indices can appear
in eachR∗∗∗∗;β variable. This shows that

|βν| = 0 for all ν.

Furthermore, the two possibilities areRi1i2j2j1 or Ri1j1i2j2. The first Bianchi identity can
then be used to express the second variable in terms of the first. Since

u ≤ |α1| + · · · + |αu| = 2

andu is odd,u = 1 and|α1| = 2, since either 0 or at least two covariant derivatives of
φ appear in each monomial ofQ ∈ Qn,m. Thus we are in fact dealing with a multiple of
Em+1,m := εIJφ;i1j1R

I,m
J,2 . �

To complete the proof ofLemma 1.3, we study the boundary invariants. Let∇̃ denote
the Levi–Civita connection of the boundary. We consider polynomials in the components
of the tensors

{R,∇R,∇2R, . . . , L, ∇̃L, ∇̃2L, . . . ,∇φ,∇2φ, . . . }.
Again, we do not introduce the variableφ. We let

weight(∇kR) := 2 + k,weight(∇̃kL) := 1 + k, and weight(∇kφ) = k.

Let Q̃n,m be the space of all O(m − 1) invariant polynomials of total weightn where we
admit monomials which either do not involve the covariant derivatives ofφ at all or which
involve at least two covariant derivatives ofφ.

Let P̃n,m ⊂ Q̃n,m be the subspace of invariants which do not involve the covariant
derivatives ofφ. Settingφ = 0 defines a natural map from̃Qn,m to P̃n,m. If P ∈ P̃n,m, then
the evaluationI(P)(g) ∈ R is defined by setting:

IP(g) :=
∫
∂M

P(g)(y)dy.
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By Lemma 2.3(3), Iad+δm+1,m,0(0, g) = 0. The same argument as that given to establish

Lemma 3.5can be used to show thatad+δn,m,k ∈ Q̃n−k−1 ∩ kerr. The remaining assertions of
Lemma 1.3will now follow from the following result.

Lemma 3.7.

(1) Q̃n,m ∩ kerr = {0} if n < m− 1.
(2) Q̃m−1,m ∩ kerr = Spank{F km−1,m}.
(3) Q̃m,m ∩ kerr = Spank{F 1,k

m,m,F
2,k
m,m} + {P̃m,m ∩ kerr}.

(4) P̃m,m ∩ kerr ∩ kerI = Spank{F 3,k
m,m}.

Proof. Let 0 �= Q ∈ Q̃n,m ∩ kerr and letA be a monomial ofQ of weightn where:

A := φ;α1 · · ·φ;αuRi1j1k181;β1 · · ·Rivjvkv8v;βvLa1b1:γ1 · · ·Lawbw:γw,

n :=
∑
µ

|αµ| +
∑
ν

(|βν| + 2)+
∑
σ

(|γσ | + 1).

To ensure thatrQ = 0, we contract 2(m − 1) tangential indices inA using theε tensor;
the remaining tangential indices must be contracted in pairs. Since the structure group is
O(m−1), the normal index ‘m’ can stand alone and unchanged. LetkT be the total number
of tangential indices inA, and letkm be the total number of times the normal indexm
appears inA. We estimate:

2m− 2 ≤ kT ≤ kT + km =
∑
µ

|αµ| +
∑
ν

(|βν| + 4)+
∑
σ

(|γσ | + 2) = n+ 2v+ w

= 2n−
∑
µ

|αµ| −
∑
ν

|βν| −
∑
σ

|γσ | ≤ 2n. (3.3)

Assertion (1) of the lemma follows as this is not possible ifn < m− 1.
We setn = m− 1 to prove Assertion (2). All the inequalities of Display(3.3)must have

been equalities so there are no covariant derivatives and thus theφ variables do not appear.
All the indices are tangential and are contracted using theε tensor. After using the first
Bianchi identity, we see that this leads to the invariantsF km−1,m which proves Assertion
(2).

Letn = m. Display(3.3)involves a total increase of 2. Thus at most two explicit covariant
derivatives are present. However, unless at least two covariant derivatives are present,φ is
not involved and this leads to invariants inP̃m,m ∩ kerr. Thus we may suppose exactly two
explicit covariant derivatives are present—and all of them appear onφ. Consequently

kT = 2m− 2, km = 0,
∑
µ

|αµ| = 2,
∑
ν

|βν| = 0, and
∑
σ

|γσ | = 0.

Since every index is tangential and all are contracted using the tensorε, after applying the
Bianchi identities, we obtain the invariantsF 1,k

m,m andF 2,k
m,m. This completes the proof of

Assertion (3).
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To prove Assertion (4), we setφ = 0 and consider only metric invariants. LetP̃
p

n,m be
the space ofp form valued invariants which are homogeneous of degreen in the derivatives

of the metric;P̃n,m = P̃0
n,m.

Let δ̃ : P̃
p

n,m → P̃
p−1
n+1,m be the coderivative of the boundary. Results of[11] describe the

cohomology groups of this complex. When combined with standard methods of invariance
theory they yield the following observations:

(1) r is a surjective map from̃P
p

n,m to P̃
p

n,m−1 with rδ̃ = δ̃r.

(2) If n �= m− 1, thenP̃
0
n,m ∩ kerI = δ̃P̃

1
n−1,m.

(3) If n �= m− 1, thenP̃
1
n−1,m ∩ ker δ̃ = δ̃P̃

2
n−2,m.

Let Pm,m ∈ P̃m,m ∩ kerr ∩ kerI. ChooseP1
m−1,m ∈ P̃1

m−1,m so δ̃P1
m−1,m = Pm,m.

Unfortunately,rP1
m−1,m need not vanish and we must adjustP1

m−1,m. Since

δ̃rP1
m−1,m = rδ̃P1

m−1,m = rPm,m = 0,

we may chooseP2
m−2,m−1 ∈ P̃2

m−2,m−1 so δ̃P2
m−2,m−1 = rP1

m−1,m. Sincer is surjective,

we may chooseP2
m−2,m ∈ P̃2

m−2,m sorP2
m−2,m = P2

m−2,m−1. Then

δ̃{P1
m−1,m − δ̃P2

m−2,m} = δ̃P1
m−1,m = Pm,m,

r{P1
m−1,m − δ̃P2

m−2,m} = rP1
m−1,m − δ̃rP2

m−2,m = rP1
m−1,m − δ̃P2

m−2,m−1 = 0.

Consequently

P̃m,m ∩ kerr ∩ kerI = δ̃{P̃1
m−1,m ∩ kerr}. (3.4)

Let 0 �= P1
m−1,m ∈ P̃1

m−1,m ∩ kerr and let

A = Ri1j1k181;β1 · · ·Rivjvkv8v;βvLa1b1:γ1 · · ·Lawbw:γwe
c

be a monomial ofP1
m−1,m. SincerP1

m−1,m = 0, we must contract 2(m − 1) indices inA
using theε tensor and contract the remaining indices in pairs. We estimate

2(m− 1) ≤ kT ≤ kT + km =
∑
ν

(|βν| + 4)+
∑
σ

(|γσ | + 2)+ 1

= m− 1 + 2v+ w+ 1

= 2(m− 1)−
∑
ν

|βν| −
∑
σ

|γσ | + 1 ≤ 2(m− 1)+ 1.

(3.5)

This sequence of inequalities represents a total increase of 1. ThuskT = 2(m−1) and every
tangential index is contracted using theε tensor. We have

Lc2c3:c1 − Lc1c3:c2 = Rc1c2c3m. (3.6)

We may therefore assume|γσ | = 0 so there are no tangential derivatives ofL present. If
km = 0, then every index is contracted using theε tensor. Thus the Bianchi identities show
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|βν| = 0 for all ν. This means that every inequality in Display(3.5) is an equality which is
impossible. Consequentlykm = 1 and

∑
ν |βν| = 0. This leads to the invariants

Gkm−1,m := εBAR
A,2k
B,1 Ra2k+1a2k+2mb2k+1L

A,m−1
B,2k+3 eb2k+2.

Assertion (4) now follows fromEq. (3.4)sinceδ̃Gkm−1,m = −F 3,k
m,m. �

4. Product formulas, special case computations, and functorial properties

Throughout this section, we adopt the notation ofLemma 1.3. We begin with a result
which is based on product formulas.

Lemma 4.1.

(1) If m = 2m̄+ 1, thencm+1,m = (1/
√
π8m̄πm̄m̄!).

(2) If k > 0, thenckm+1,m,1 = (1/πk8kk!)c0
m−2k+1,m−2k,1.

(3) If k > 0, thenci,km+1,m,0 = (1/πk8kk!)ci,0m−2k+1,m−2k,0.

(4) We havec1,0
m+1,m,0 = (1/

√
π)(1/(m− 2)!vol(Sm−2)) andc2,0

m+1,m,0 = 0.

Proof. GiveSm andDm the standard metricsgS,m andgD,m. We then have

εIJR
I,2m̄
J,1 (gS,m) = 2m̄(2m̄)! and εBAL

B,m−1
A,1 (gD,m) = (m− 1)!. (4.1)

Letm = 2m̄+1. GiveM := S1×S2m̄ the product structures whereφ2 = 0. ByTheorem 1.1
(1) andLemma 2.3(4) we have

ad+δm+1,m(φM, gM) = ad+δ2,1 (φ1, gS,1)a2m̄,2m̄(0, gS,2m̄).

Consequently, byEq. (4.1)and byTheorem 1.1(4):

ad+δm+1,m(φ, g) = cm+1,mφ;112
m̄(2m̄)! = ad+δ2,1 (φ1, gS,1) · ad+δ2m̄,2m̄(0, gS,2m̄)

= 1√
π
φ;11

1

8m̄πm̄m̄!
2m̄(2m̄)!.

We complete the proof of Asssertion (1) by using this relation to solve forcm+1,m:

cm+1,m = 1√
π8m̄πm̄m̄!

.

Fix k > 0. GiveM = S2k × Dm−2k the product structures whereφ1 = 0. We argue as in
the proof of Assertion (1) to see that:

ad+δm+1,m,1(φM, gM) =
∑
j

c
j

m+1,m,1F
j
m,m(φM, gM)=ckm+1,m,12k(2k)! · (m−2k − 1)!

= ad+δ2k,2k(0, gS,2k) · ad+δm−2k+1,m−2k,1(0, gD,m−2k)

= 1

πk8kk!
2k(2k)!c0

2k+1,2k,1(m− 2k − 1)!.



264 P. Gilkey et al. / Journal of Geometry and Physics 49 (2004) 249–271

This equation relatesckm+1,m,1 andc0
m+1,m,1 and thereby establishes Assertion (2); the proof

of Assertion (3) is similar.
Let M := S1 × Dm−1 whereφ = φ(θ) depends only onS1. We useTheorem 1.1to

determinead+δm−1,m−1,0(0, gD,m−1). As ad+δ2,1 = (1/
√
π)φ;11, we argue as above to see

ad+δm+1,m,0(φ, g) = {c1,0
m+1,m,0φ;11 + c

2,0
m+1,m,0φ;1φ;1}(m− 2)!

= ad+δ2,1 (φ,dθ
2) · ad+δm−1,m−1,0(0, gDm−1)= 1√

π
φ;11

(m−2)!

vol(Sm−2)(m− 2)!
.

We solve forc1,0
m+1,m,0 andc2,0

m+1,m,0 to establish Assertion (4). �

By Lemma 4.1, we need only determinec0
m+1,m,1 andc3,0

m+1,m,0 to complete the proof
of Theorem 1.2. As these terms do not involveφ, we setφ = 0 henceforth. We introduce
universal constants̄cνn,m,k so that ifB defines mixed boundary conditions for an operator of
Laplace type, then the heat trace asymptotics have the form:

an,m,k(y,D,B) = c̄0
n,m,k Tr{Sn−k−1} + c̄3

n,m,k Tr{E;mSn−k−4} + · · · .

We will use the method of universal examples to show that only Tr{Sm−1} is relevant in com-
puting{ad+δm,m,0(0, g), a

d+δ
m+1,m,1(0, g)} and that only Tr{E;mSm−3} is relevant in computing

ad+δm+1,m,0(0, g). This will enable us to show the following lemma.

Lemma 4.2.

(1) If m ≥ 2, thenc0
m+1,m,1 = c̄0

m+1,m,1 and c̄0
m,m,0 = (1/(m− 1)!vol(Sm−1)).

(2) c3,0
4,3,0 = 0. If m > 3, thenc3,0

m+1,m,0 = c̄3
m+1,m,0.

Remark. The constants̄c0
n,m,k andc̄3

n,m,k have been determined in[5]; after a bit of work

converting fromΓ functions into volumes of spheres one checks the value ofc̄0
m+1,m,1

given here is consistent with the value given in[5]; this provides a valuable check on our
methodology.

Proof. We shall proveLemma 4.2by making a special case calculation. Letm ≥ 2. To
simplify the notation, let

Pm(g) := ad+δm+1,m,1(0, g), cm := c0
m+1,m,1, c̄m := c̄0

m+1,m,1.

Let (y1, . . . , ym−1) be the usual coordinates onR
m−1. Let f(y) be a smooth even function

function ofy and let

Mm := {(y, r) ∈ R
m : r ≥ f(y)}.

Let {A1, . . . , Am−1} be distinct real constants. We choosef so that

f(0) = 0, (∂
y
i f)(0) = 0, and (∂

y
i ∂
y
j f )(0) = Aiδij . (4.2)
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GiveR
m the usual flat metric. ThenLij (0) = −Aiδij . We useLemma 1.3to compute:

Pm(g)(0) = (m− 1)!cmA, whereA := (−1)m−1A1 · · ·Am−1. (4.3)

BecauseR = 0, we haveE = 0 andΩ = 0. Thus there exists a polynomialQm of total
weightm− 1 in the tangential covariant derivatives of{χ,L, S} so that

Pm =
∑
p

(−1)p TrΛp(Rm){Qm(·)}.

We must control∇̃kL for k ≥ 1. Since the curvature ofRm vanishes,Eq. (3.6)shows that
∇̃L is a totally symmetric tensor field. Sincef is an even function,̃∇kL vanishes at the
origin if k is odd. Fork even, the components of∇̃kL(0) are polynomials in the derivatives
of the defining functionf . LetK denote the ideal in the algebra of all polynomials in the
jets off which is generated by the monomials{A2

1, . . . , A
2
m−1}. In light of Eq. (4.3), we

shall work moduloK since such elements can not contribute toA.
We first study∇̃2L. This is not a symmetric tensor field. LetR̃ be the curvature of the

Levi–Civita connection of∂M. Let {e1, . . . , em−1} be an orthonormal frame for the tangent
bundle of the boundary so thatei(0) = ∂

y
i . Then

R̃b1b2b3b4 = Lb1b4Lb2b3 − Lb1b3Lb2b4, and

La1a2:a3a4 − La1a2:a4a3 = R̃a3a4a1a5La5a2 + R̃a3a4a2a5La5a1.

This shows thatA2
a5

divides{R̃a3a4a1a5La5a2 + R̃a3a4a2a5La5a1}(0). Consequentlỹ∇2L(0)

is totally symmetric modulo the idealK. Since the components of̃∇2L are linear in the
four jets off and quadratic in the two jets off , we may choose the four jets off to kill
the symmetrization of(∇̃2L)(0) and thereby ensure(∇̃2L)(0) ∈ K. Similarly, by choosing
∇̃k+2f(0) appropriately, we may suppose that

(∇̃kL)(0) ∈ K for k > 0.

We therefore supress̃∇kL henceforth in the proof of Assertions (1) and (2). ByLemma 2.2
(5), χ:a = 2Lab(ebim + emib). Thus further covariant differentiation ofχ only involves
covariantly differentiatingebim + emib. Thus inductively there exist suitably chosen endo-
morphismsE� of weight 0, so

χ:a1···ak = La1b1La2b2 · · ·LakbkEb1···bk . (4.4)

If a χ:a1··· term appears, we must contract it with another indexa1; Eq. (4.4)contains no
La1a1 term. Consequently this contraction involves a different variable which produces an
A2
a1

term; such terms can be ignored in light ofEq. (4.3). Similarly since

S = −Labebia on Λ(Rm−1) and S = 0 on Λ(Rm−1) ∧ dr,

∇̃kS plays no role ifk ≥ 1. If aLa1b1 term appears wherea1 is not to be contracted with
b1, thenAmust be divisible byA2

a1
. If the termLaa appears in a monomialQ, then we may

factorQ = LaaQ0 and then applyLemma 3.7(1) to see the supertrace ofQ0 vanishes.
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ThusL does not appear as a variable. This shows that only the monomialSm−1 is relevant.
Consequently

Pm(g)(0) = c̄m
∑
p

(−1)p TrΛp(Rm){Sm−1}(0).

SinceS is zero onΛp(Rm−1) ∧ dr,

Pm(g)(0) = c̄m
∑
p

(−1)p TrΛp(Rm−1){Sm−1}(0). (4.5)

We may decompose

Λ(Rm−1) = Λ(R)⊗ · · · ⊗Λ(R) and

S =
∑

1≤i≤m−1

Id ⊗ · · · ⊗ Id ⊗ Si ⊗ Id ⊗ · · · ⊗ Id, where

Si = 0 on Λ0(R) and Si = −Ai on Λ1(R).

The supertrace of Id is zero. Furthermore, the supertrace of the tensor product is the product
of the supertraces. Thus only(m− 1)!S1 ⊗ · · · ⊗ Sm−1 survives in the supertrace ofSm−1.
Since the supertrace ofSi is −Ai, we have that:∑

p

(−1)p TrΛp(Rm−1){Sm−1} = (m− 1)!A. (4.6)

Assertion (1) part one now follows fromEqs. (4.3), (4.5) and (4.6).
The invariantad+δm,m,0 is homogeneous of weightm− 1 and is in the kernel ofr. Thus we

can use exactly the same line of argument to show:

ad+δm,m,0(0, g)(0) = (m− 1)!Ac̄0
m,m,0.

We useTheorem 1.1to evaluatead+δm,m,0(0, g)(0) and establish Assertion (1) part two.
The proof of Assertion (2) is similar. Letm ≥ 3. To simplify the notation, set

Pm+1(g) := ad+δm+1,m,0(0, g), cm+1 := c
3,0
m+1,m,0, and c̄m+1 := c̄3

m+1,m,0.

Let (u1, u2, y1, . . . , ym−3, r) be coordinates onRm. Let f(y) satisfy the normalizations of
Eq. (4.2). We setM = {x ∈ R

m : r ≥ f(y)} and

ds2M := du2
1 + e−A0u

2
1r du2

2 + dy2
1 + · · · + dy2

m−3 + dr2.

ThenR(·)(0) = 0 and the non-vanishing components ofL and∇R at the origin are given,
up to the usualZ2 symmetries, by

L(∂
y
i , ∂

y
j )(0) = −Aiδij , and R(∂u1, ∂

u
2, ∂

u
2, ∂

u
1; ∂r) = R(∂u1, ∂

u
2, ∂

u
2, ∂r; ∂u1) = A0.

LetA = (−1)m−3A0A1 · · ·Am−3. We applyLemma 1.3to see

Pm+1(g)(0) = 2(m− 3)!cm+1A. (4.7)
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We now letK be the ideal generated by the elements{A2
0, A

2
1, . . . , A

2
m−3}. If we setA0 = 0,

then the manifold is a product of the manifold considered previously with a flat factor. This
shows that∇kR(0), ∇kE(0), ∇kΩ(0) are all divisible byA0 for k ≥ 1 and vanish ifk = 0.

We consider terms which can give rise toA after taking the supertrace. LetE denote a
generic polynomial in the tangential covariant derivatives ofL, of S, and ofχ whenA0 is
set to zero. Since we are not interested in terms which are divisible byA2

0 and sinceA0 has
weight 3, we factor out a term which can be linear inA0 to expressPm+1 symbolically as

Pm+1 =
∑
p

(−1)p TrΛp(M)




∑
k≥1

∇kR · ERm−k−2 +
∑
k≥1

∇kE · EEm−k−2

+
∑
k≥1

∇kΩ · EΩm−k−2 +
∑
k≥2

∇̃kL · ELm−k−1

+
∑
k≥2

∇̃kS · ESm−k−1 +
∑
k≥3

∇̃kχ · Eχm−k


 .

We setA0 = 0 in studying the ‘coefficient’ monomialsE. Thus the arguments given above
in the proof of Assertion (1) shows only powers ofS are relevant so

Pm+1 =
∑
p

(−1)p TrΛp(M)

×



∑
k≥1

∇kR · Sm−k−2 +
∑
k≥1

∇kE · Sm−k−2 +
∑
k≥1

∇kΩ · Sm−k−2

+
∑
k≥2

∇̃kL · Sm−k−1 +
∑
k≥2

∇̃kS · Sm−k−1 +
∑
k≥3

∇̃kχ · Sm−k

 . (4.8)

By Lemma 3.7:∑
p

(−1)p TrΛp(M){Sk} = 0 for k < m− 1. (4.9)

Thus the terms in∇kR and∇̃kL do not appear inEq. (4.8)since, being scalars, they could
be moved outside Tr. AsΩ is skew-adjoint andS is self-adjoint, this term does not appear.
Terms involving∇̃kS must be fully contracted and, modulo lower order terms which can
be absorbed at an earlier stage, have the form:

S:a1a1a2a2···S
k = 1

k + 1
{Sk+1}:a1a1a2a2··· + O(A2

0).

Thus byEq. (4.9)such terms do not arise inEq. (4.8). A similar argument can be used to
eliminate the termsχ:a1a1a2a2···Sk from Eq. (4.8).

ExtendS to be covariant constant along the geodesic normal rays from the boundary. This
permits us to move covariant derivatives outside the trace once again. We applyLemma 3.7
to see∑

p

(−1)p TrΛp(M){ESk} = 0 for k < m− 3.
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Thus exactly one covariant derivative ofE can appear andEq. (4.8)becomes

Pm+1(g)(0) = c̄m+1

∑
p

(−1)p TrΛp(Rm){E;mSm−3}(0).

If m = 3, then
∑
p(−1)p TrΛp(R3){E} = 0. This implies

∑
p

(−1)p TrΛp(R3){E;m} = 0

and hencecm+1 = 0 as desired.
Suppose thatm ≥ 4. SinceS vanishes onΛ(Rm−1)⊥, we have

Pm+1(g)(0) = c̄m+1

∑
p

(−1)p TrΛp(Rm−1){E;mSm−3}.

We may decomposeΛ(Rm−1) = Λ(R2) ⊗ Λ(Rm−3) to expressE;m = Ẽ ⊗ Id andS =
Id ⊗ S̃. This then leads to the corresponding decomposition of the supertrace:∑

p

(−1)p TrΛpRm−1{E;mSm−3}

=
∑
a

(−1)a TrΛa(R2){Ẽ;m} ·
∑
b

(−1)b TrΛb(Rm−3){S̃m−3}.

The computation performed above shows that the supertrace ofSm−3 onR
m−3 is(−1)m−3(m−

3)!A1 · · ·Am−3. A direct calculation of the supertrace ofE;m on R
2 yields 2A0. The final

assertion ofLemma 4.2now follows. �

We continue our study by using the various functorial properties to show the following
lemma.

Lemma 4.3.

(1) c̄in,m,k = (4π)−(m−1)/2c̄in,1,k.

(2) If n ≥ 3, thenc̄0
n,m,1 = (1/2)c̄0

n,m,0.

(3) If n ≥ 5, thenc̄3
n,m,0 = c̄0

n−2,m,1.

To prove Assertion (1), we use product formulas. LetM1 = Tm−1 be the torus and let
D1 be the scalar Laplacian. Since the structures are flat,

an,m−1(x1,D1) =
{
(4π)−(m−1)/2 if n = 0,

0 if n > 0.

Let(M2,D2) = ([0,1],−∂2
r ). LetM = M1×M2 andD = D1+D2. LetB = ∇em+Swhere

S is constant and whereem is the inward unit normal;em = ∂r whenr = 0 andem = −∂r
whenr = 1. An analogous argument to that which was used to establishLemma 2.3(4)
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can be used to establish the following identity from which Assertion (1) follows:

an,m,k(y,D,B) =
∑

n1+n2=n
an1,m−1(x1,D1) · an2,1,k(y2,D2,B)

= (4π)−(m−1)/2an,1,k(y2,D2,B).

In view of Assertion (1), it suffices to takem = 1 in the proof of the remaining assertions.
We use results from[6]. LetM := [0,1] and letD0 := −∂2

r . We choosef so thatf vanishes
identically nearr = 1 so only the componentr = 0 where∂r is the inward unit normal is
relevant. To prove Assertion (2), we consider a conformal variationDε := e−2εfD0. Then

∂εS|ε=0 = −1
2f;m and ∂εan(1,Dε)|ε=0 = (1 − n)an(f,D0).

Forn ≥ 3, f;mSn−2 arises from no other term. Thus we may showc̄0
n,1,0 = (1/2)c̄0

n,1,0 by
computing:

∂εan(1,Dε) = ∂ε

∫
∂M

c̄0
n,1,0S

n−1 dy|ε=0 + · · ·

= −1

2
(n− 1)c̄n,1,0

∫
∂M

f;mSn−2 dy + · · ·

= (1 − n)an(f,D0) = (1 − n)

∫
∂M

f;mSn−2 dy + · · · .

To prove Assertion (3), we consider a scalar variationDL := D0 − Lf . We have

∂Lan(1,DL)|L=0 = an−2(f,D0).

If n ≥ 5, then this is the only way a term involvingf;mSn−4 can arise. We show̄c3
n,1,0 =

c̄0
n−2,1,1 by computing:

∂Lan(1,DL)|L=0 = ∂ε

∫
∂M

c̄3
n,1,0E;mSn−4 dy|L=0 + · · · = an−2(f,D0)

=
∫
∂M

c̄0
n−2,1,1f;mSn−4 dy + · · · .

Remark. Lemma 4.3(2) fails if n = 2 andLemma 4.3(3) fails if n = 4 as there are interior
terms which also contribute to the variational formulae.

5. Proof of Theorem 1.2

We useLemmas 4.1–4.3to determine the constants ofLemma 1.3:
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cm+1,m = 1√
π8m̄πm̄m̄!

for m = 2m̄+ 1,

ckm+1,m,1 = 1

πk8kk!
c0
m−2k+1,m−2k,1 = 1

πk8kk!
c̄0
m−2k+1,m−2k,1

= 1

2πk8kk!
c̄0
m−2k+1,m−2k,0 = 2

√
π

2πk8kk!
c̄0
m−2k+1,m−2k+1,0

=
√
π

8kπkk! vol(Sm−2k)(m− 2k)!
,

c
1,k
m+1,m,0 = 1

πk8kk!
c

1,0
m+1−2k,m−2k,0 = 1√

ππk8kk! vol(Sm−2k−2)(m− 2k − 2)!
,

c
2,k
m+1,m,0 = 1

πk8kk!
c

2,0
m+1−2k,m−2k,0 = 0,

c
3,k
m+1,m,0 = 1

πk8kk!
c

3,0
4,3,0 = 0 for 2k = m− 3,

c
3,k
m+1,m,0 = 1

πk8kk!
c

3,0
m−2k+1,m−2k,0 = 1

πk8kk!
c̄3
m−2k+1,m−2k,0

= 1

πk8kk!
c̄0
m−2k−1,m−2k,0 = 1

2
√
ππk8kk!

c̄0
m−2k−1,m−2k−1,0

= 1

2
√
ππk8kk!

c0
m−2k−1,m−2k−1,0

= 1

2
√
ππk8kk! vol(Sm−2k−2)(m− 2k − 2)!

for 2k < m− 3.
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